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Abstract:  

This Technical Guide reviews the supported Ethernet client LAN and
cluster interconnect options for the Compaq Parallel Database
Clusters for Oracle Parallel Server. Both redundant and non-
redundant configurations are discussed. Hardware and software
requirements along with limitations are detailed. The recommended
cluster interconnect architecture is a fully redundant, and therefore
highly available configuration.
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Introduction
This Technical Guide is intended to be a supplement to the Order and Configuration Guides,
Administrator Guides, and Certification Matrix for the Compaq Parallel Database Clusters for
Oracle Parallel Server (OPS). This Guide reviews the supported Ethernet architectures for the
client LAN and cluster interconnect (sometimes known as SAN) in an OPS environment. It does
not provide detailed cluster network configuration information, nor does it address the ServerNet
interconnect options available.  Please refer to your Order and Configuration Guide and
Administrator Guide for the configuration and implementation of these architectures.

The client LAN and cluster interconnect used in a Compaq Parallel Database Cluster environment
can be a combination of redundant or non-redundant architectures. This document begins with a
brief discussion of the non-redundant architecture for both the client LAN and cluster
interconnect. Limitations and requirements are outlined.

Two options are detailed for implementation of fully redundant client LAN and cluster
interconnect connections - NIC Fault Tolerant (NFT) and Adaptive Load Balancing (ALB). The
ALB option is recommended for the best performance and availability of your cluster. Both
configurations are fully tested and supported. These architectures will be defined for hardware,
software and configuration requirements. These are the recommended configurations for the
Compaq Parallel Database Clusters for OPS.
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Communication points of failure
Several components make up the physical network of the client LAN and cluster interconnect
communication paths. The failure of any one of these components renders the entire path
inoperable. Unless redundancy has been designed into the communication paths, a component
failure can cause a complete disruption of access to certain cluster resources.

The following four hardware items are the primary points of possible failure.

• A port on a dual-ported network controller (LAN or cluster interconnect)
• An entire network controller (LAN, cluster interconnect or a combination of both)
• A network cable
• A port on a switch
• A switch

An integration of hardware and software technologies can create redundancy to maintain a robust
cluster, thus supplying defenses against points of failure in the architecture. This increases both
the resiliency of cluster communications, and the overall availability of cluster applications and
data. To protect against any communication disruption, Compaq highly recommends you
implement the fully redundant communications paths specified in this document.  The following
are the redundancy characteristics of both the cluster interconnect and the client LAN connections
in the fully redundant configurations recommended in the following sections.

The cluster interconnect remains available if:

a network controller port used for the primary interconnect path fails.

a network controller used for the primary interconnect path fails.

the network cable(s) used for the primary interconnect path fails.

the port(s)on the switch used for the primary interconnect path fails.

the switch used for the primary interconnect path fails.

Point(s) of Failure: None, if all client connections to the cluster interconnect switch are
redundant.

The client LAN remains available if:

a network controller port used for the primary client LAN path fails.

a network controller used for the primary client LAN path fails.

the network cable(s) used for the primary client LAN path fails.

the port(s) on the switch used for the primary client LAN path fails.

the switch used for the primary interconnect path fails.

Point(s) of Failure: None, if all client connections to the client LAN switch are redundant.
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Supported Non-Fault Tolerant Architectures
A non-fault tolerant architecture means that your cluster will have at least one point of failure in
the communications network. Certain non-fault tolerant Ethernet architectures are supported.

For two node configurations, the use of a simple crossover cable is one of the supported options.
See Figure 1 for an illustration of this option.

NOTE: Redundant crossover cables are NOT supported.

A single path connection through a hub or switch is also a supported two node non-fault tolerant
configuration.

For more than two node configurations, a switch is required. (It doesn’t necessarily need to be
fully redundant to be supported.)

CROSS-OVER CABLE

SAN

SERVER-2

N

Port-1

             NIC NIC

LAN
ENET SWITCH/HUB

To public LAN (Clients)

SERVER-1

Figure 1. Example of a non-fault tolerant, 2-node configuration
using a cross-over cable

Port-2 Port-2

Port-1
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Supported Fault Tolerant Architecture
A fault tolerant architecture consists of combining Microsoft NT and Compaq software with
Compaq Fast Ethernet Network Interface Controllers (NICs) in the Compaq NC Series, to create
redundancy. With this configuration, two NICs can be configured for a fault tolerant network
with a path for primary and a path for secondary or backup communication on separate NICs
(either dual or single port), for each node. This path/port teaming feature is enabled with a
Compaq utility in the Microsoft Windows NT 4.0 network control panel.

Several configurations are supported for the cluster interconnect and the client LAN. In this
document, only the most robust configuration that will provide both the highest availability and
performance is recommended (See Figure 2). (This document will address redundancy in both the
LAN and cluster interconnect. It is not required that both networks be fully redundant to be
supported, any combination will work as well.)

The following configuration can be achieved using either two dual-port NICs or four single-port
NICs or a combination of the two in each server. Two switches for the cluster interconnect and
two hubs or switches for the client LAN connections are shown here. This configuration is the
recommended architecture for optimal fault.

ENET SWITCH-2

ENET SWITCH-1

      TEAM-A     TEAM-A

SAN

SERVER-N

N
::::::::::::::::::::::::::::::::::

Port-1          Port-1
Port-2          Port-2

             NIC          NIC          NIC           NIC

TEAM-B LAN TEAM-B

ENET SWITCH/HUB-1

ENET SWITCH/HUB-2

To public LAN (Clients)

 SERVER-1

Figure 2. Fault Tolerant Configuration
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Implementing this configuration in the NT environment is achieved through the use of an NT
networking feature known as “port teaming”. Port teaming is defined as combining or merging of
ports to create a standby or active alternate communication path. Follow the instructions below to
create a fully redundant and highly available communications network:

Step 1. Connect the top port (Port-1) of one NIC in each server to the first cluster interconnect
switch (Enet Switch-1).

Step 2. Connect the top port (Port-1) of the other NIC in each server to the second cluster
interconnect switch (Enet Switch-2).

Step 3. Connect the bottom port (Port-2) of one NIC in each server to the first public client LAN
switch (Enet Switch/Hub-1).

Step 4. Connect the bottom port (Port-2) of the other NIC in each server to the second public
client LAN switch (Enet Switch/Hub-2).

Refer to the “Steps for configuring NICs utilizing teaming” portion of this document for the
step-by-step teaming instructions.

• Assign the top ports of both NICs in each server to one team (“TEAM-A” see Figure 2.)
• Assign the bottom ports of both NICs in each server to one team (“TEAM-B” see Figure 2.)

NOTE: For the teaming option, the Adaptive Load Balancing (ALB) is strongly recommend — it increases
the transmission throughput by supporting up to four NIC teams, with two or four NICs per team.
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Teaming Configuration for Higher Availability

Hardware and Software Requirements

• Hardware

To create a fault tolerant configuration of the cluster, the redundancy option of Compaq’s Fast
Ethernet dual-redundant NC series NIC cards is required. To use this function, two dual-port or
four single-port (or a combination of both) NICs are required for each server in the cluster.

For the cluster interconnect connection, two network switches are required. Two hubs may be
used in a two node configuration. For better performance, the hubs should be replaced by
switches when a third node is added.

• Software

Oracle Software

Contact Oracle Corp. for all Oracle software.

Compaq Software

Contact Compaq Corp. for Compaq Parallel Database Cluster software and the latest drivers of
the Compaq Fast Ethernet NC series NIC cards.

Microsoft SP4 for Windows NT 4.0
To implement the dual redundant option of the Fast Ethernet NIC cards, Microsoft SP4 for
Windows NT 4.0 is highly recommended. Install SP4 prior to utilizing the NIC teaming option.
Contact Microsoft for this software.

After you team your NICs, you must ensure that the binding order of the ports are correct. This is
explained later in the guide.

Note: If you are required to use SP3 (which is not recommended), please contact Lino Costantino
@ Compaq Corp. at (408) 285-6983 or lino.costantino@compaq.com.
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Teaming Configuration of Ethernet Interconnects for
Compaq Fast Ethernet NC Series NIC cards

To achieve higher availability in a cluster, the enhanced dual redundant features of Compaqs Fast
Ethernet NICs are required.

The dual redundancy option of the Fast Ethernet NICs are achieved by assigning individual
NICs/ports to a team. Microsoft Windows NT 4.0 Service Pack 4 (SP4) is required for
implementing NIC teaming properly. This “teaming” configures the ports as primary and
secondary (or backup) ports with a common IP address. After building a team, identify the type of
team (NFT or ALB).

For the best teaming option, the Adaptive Load Balancing (ALB) is strongly recommended —
ALB increases transmission throughput by supporting up to four NIC teams, with two or four
NICs per team. NICs configured for ALB also provide the benefit of NIC fault tolerance (NFT).

Option 1. NIC Fault Tolerance (NFT) Configuration

NIC Fault Tolerance provides the safety of an additional backup link between the server and hub
or switch. In the event of hub or switch port, cable, or NIC failure, you can maintain
uninterrupted network performance.

NIC fault tolerance is implemented with a primary NIC and a backup, or secondary NIC. During
normal operation, the backup NIC will have its transmission disabled. If the link to the primary
NIC fails, the link to the secondary NIC automatically takes over.

• Setting Up NIC Fault Tolerance
To use NIC Fault Tolerance (NFT), you must have two or more Compaq Fast Ethernet NC series
NICs installed in your server. The default settings of the team properties are recommended.

Option 2. Adaptive Load Balancing (ALB) Configuration

The ALB (Adaptive Load Balancing) option is recommended for the best performance and
availability of your cluster.

Adaptive Load Balancing (ALB) is a simple and efficient way to increase your server’s
transmission throughput. With ALB, as you add NICs to your server, you can group them in
teams to provide up to 400 mbps with a maximum of four Compaq Fast Ethernet NICs. The ALB
software continuously analyzes transmission loading on each NIC and balances loading as
needed.

• Setting Up Adaptive Load Balancing

To use Adaptive Load Balancing (ALB), you must have two, three, or four Compaq Fast Ethernet
NC series NICs installed in your server, all linked to the same network switch. To configure
ALB, all the NICs in the team must operate at 10/100 Mb/s or 1 Gb/s. The default settings of the
team properties are recommended.

Note: For maximum benefit, ALB should not be used under NetBEUI and some IPX
environments. For a list of specific environments, see the your Administrator Guides.
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Steps for Configuring NICs Utilizing Teaming

1.  Click the Start menu and go to Control Panel under the Settings menu.

2. Double click the Network control panel. Click on the Adapters tab. All of the installed
NICs should be listed. Select a NIC and click on Properties.
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3. This takes you to the Compaq Network Teaming and Configuration Utility main
window. All of the installed NICs are listed again. You are now ready to build a team. To
do so, make sure the different NICs are all on the same network and running at the same
speed.

To build a new team, highlight the NICs you want in the team and select Team under
Teaming Setup.

Note: You may not add NICs of different speeds to a team that is already established.
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4. This takes you to the Properties window.
Select the Teaming Controls tab (default tab). Then select either Fault Tolerant for the
NFT option or Load Balancing for the ALB option. ALB is the recommended option.
Click OK to finish.
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5. This takes you back to the Network Teaming and Configuration Utility main window.
Click Close to complete this operation.
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6. This takes you back to the Adapters tab in the Network control panel. Click Close.
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7. This takes you to the Microsoft TCP/IP Properties window. Select the team that you
just created under the Adapter: pull down menu and input the proper IP addresses.

Repeat steps to create more teams.

8. When prompted, restart your computer.
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Verifying Client LAN and Cluster Interconnect
IP Addresses

Verify that the IP addresses for the client LAN and cluster interconnect are correctly assigned by
pinging the machine host name. (You can find the machine host name by selecting the
Identification tab in the Network control panel.)

The IP address returned when you ping the machine host name should be the client LAN IP
address. If the IP address returned by the ping command is not the client LAN IP address you
specified, perform the following steps to correct binding order of the NICs.

1) Click the Start menu and go to Control Panel under the Settings menu.
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2) Double click the Network control panel. Select the Bindings tab.
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3) Select all protocols from “Show Bindings for:” pull down menu.
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4) Click + (plus sign) next to TCP/IP Protocol. A list of all installed NICs/teams appear.

Windows NT Server uses the IP address specified for the NIC/team at the top of the list in this
window as the client LAN IP address.  If the NIC/team that you assigned as the client LAN (by
specifying the IP address in step 7 of previous section of this paper) is not at the top of the list,
find the NIC/team you specified for the client LAN in the list and select it. Click the Move Up
button to position this NIC/team at the top of the list.

5) Click OK to finish operation. When prompted, restart your computer.


